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Problematic

» Development of a Bayesian calibration method for a system with
functional stochastic input and output when the likelihood func-
tion is expensive to compute;

» Procedure relying on the construction of a Gaussian surrogate

model (see [3]) to address computational costs;

» Surrogate modeling of the likelihood function itself rather than Goal: Determine the state of the suspensions from joint measure-

the functional system output. ments of the track geometricirreqularities (see [2]) and of the train

dynamic response (using embedded accelerometers).
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» Equation of the system associating output Y to parameters W: T
Y = H(W) Train parameters
» Objective: Update the distribution of W from a measurement Figure 1: Diagram of the train dynamics system

y"* of Y using Bayes law:
Specificities of the studied case:

» Simulation-based model of the physical system;
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X py |w(y ’ k‘ ‘;V})] p\év (W) » Simultaneous calibration of multiple parameters;
» Likelihood L{w) » Calibration with joint input-output measurements;
» Distribution p%(‘)ft estimated with a MCMC algorithm (see [1]). » Large quantity of available data.

Gaussian surrogate model

Likelihood function £ expensive ¥ Computation of the Gaussian process Y

Trajectory approximation

to compute: trajectories ?

—> Approximation of a trajectory by fur-
ther conditioning the Gaussian surro-
gate model on a set W:

—> Approximation by a Gaus-
sian surrogate model L(.;0) of
the log-likelihood;
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| model of the log-likelihood using the surrogate model

Surrogate model uncertainty Choice of the conditioning set W

Purpose: reduce as much as possible Y :
.th e Va ria N Ce Of the SU rrOgate m Odel “““"‘...-—..-..,,....%. ................................
around the likelihood maximum.

Influence of the surrogate
model uncertainty on the
estimated calibration accuracy ?

> Conditioning set W space-filling in
the tfollowing set

pw |y = Eolpw | ve}

—> Monte Carlo sampling of | S e of interest
trajectories of the surrogate  GP trajectories ) {w|P(L(w;0) > L(W"0)) > p} ~ Conditioning set x
model; | B | |

Figure 3: Example of trajectories of with W™ = arg max Ee{ L(w; ©)}. Figure 5: Definition of the
—> MCMC on the trajectories. the Gaussian surrogate model| v conditioning set
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