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Surrogating the covariance:  

 

C(s, t) ≈  αjψ𝑗(s, t)

𝐾−1

𝑗=0

 

The covariance is onlu known on the 𝑁 DoE points, surrogating the 

covariance is a tool to get the missing values. To surrogate C(s, t) we use 

Splines or Polynomial Chaos (PC) decomposition (approximates the 

unknown random response of a model in a suitable finite-dimensional 

basis of orthogonal polynomials (ψj(X)) 0≤j≤P-1 ) 

Karhunen–Loève theorem 

Let 𝐻 ∶ 𝐷 × → ℝ be a zero mean second order stochastic 

process. Its covariance function is consntinuous in the mean 

square sense and denoted as 𝐶(𝑠, 𝑡). Assume that 𝜙𝑖and 𝜆𝑖 

satisfies the following equation  𝐶 𝑠, 𝑡 𝜙𝑖 𝑡 ⅆ𝑡 = 𝜆𝑖𝜙𝑖 𝑠  

Furthermore choose 𝜉𝑖 =
1

𝜆𝑖
 𝐻(𝑡, 𝜔)𝜙𝑖 𝑡 ⅆ𝑡  

Then 𝐻 𝑡, 𝜔 = lim
𝑝→∞

 𝜆𝑖𝜉𝑖(𝜔)𝜙𝑖 𝑡  
𝑝
𝑖=1  
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Output variable of interest: EMF exposure 𝛼 

The model will be treated as a stochastic process 

𝐻 𝑡, 𝜔  where 𝑡 denotes the deterministic inputs (street 

width, anisotropy, building length and height), and 𝜔 all 

the randomness causing the stochastic behavior 

Sampling: we run the process 𝐻 𝑡, 𝜔  for a DoE of 𝑁 

points 𝑡, 𝑀 time. It will take 𝑴. 𝑵. 𝟏, 𝟓 𝒉𝒐𝒖𝒓𝒔 

Aim: for a new point 𝑡∗ what is a predictable distribution 

of  𝐻 𝑡∗, 𝜔  

How to compare p and q? 

Emulating stochastic simulators 
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Quantification 

          Summary 
Stochastic city models were applied to assess the global Electromagnetic Field (EMF) exposure of a population. These 

stochastic models were constructed in terms of the main structures of a city. With these models, the same input leads to 

different outputs. Because of the computational cost, surrogate model of such random function is needed.  

Today, large efforts have been dedicated to surrogate deterministic simulators, it is therefore in our interest to develop 

methods dedicated to the stochastic ones. This paper proposes an innovative approach based on Karhunen–Loève 

decomposition  to built and evaluate a surrogate model for stochastic functions.  
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Kolmogorov Smirov statistical distance 

𝐾𝑆𝑛,𝑚 = 𝑠𝑢𝑝𝑥|𝐹1,𝑛(𝑥)- 𝐹2,𝑚 𝑥 | 

Jensen-Shanon divergence 𝐽𝑆𝐷(𝑝, 𝑞) =  
𝐷𝐾𝐿(𝑝| 𝑟 +𝐷𝐾𝐿(𝑝| 𝑟

2
 where 

𝑟 =
𝑝+𝑞

2
  and 

𝐷𝐾𝐿(𝑝| 𝑞 = −  𝑝 𝑖 log (
𝑞 𝑖

𝑝 𝑖
)

𝑖

 

 𝑡∗ 

𝐻 𝑡, 𝜔 = cos 2𝜋𝜔𝑡 , 𝜔~𝑈 0,0.2 , 𝑡 ∈ [0,1] 

Tools 

Method 

Data matrix  

𝐻(𝑡𝑖 , 𝜔)  

Covariance 

𝐶(𝑡𝑖 , 𝑡𝑗)  
Cov Surrogate 

𝐶 (𝑠, 𝑡)  

Random variables 𝜉𝑖 

If the process is ~Gaussian then 𝜉𝑖 are normal i.i.d 

Otherwise we compute 𝜉𝑖 using the projecton formula 

𝜉𝑖(𝜔𝑘) =
1

𝜆𝑖
 𝐻(𝑡𝑗 , 𝜔𝑘)𝜙𝑖 𝑡𝑗

𝑁
𝑗=1 .  𝜔𝑘 are ‘freezed’ in that case (we know 

that 𝜉𝑖(𝜔𝑘) and 𝐻(𝑡𝑗 , 𝜔𝑘) are from the same realization)  

   

Eigen 

decomposition 

Using Karhunen-Loève theorem, comput   

𝐻(𝑡∗, 𝜔)= 𝜆𝑖𝜉𝑖 𝜔 𝜙𝑖(𝑡
∗) 

𝑝
𝑖=1  

Evaluate the error 

Toy example 

 

Error 

p/𝐹1and q /𝐹2 are pdf/cdf of real vs test output 

Histogram intersection 

Hellinger distance 

H(𝑝, 𝑞) =
1

2
|| 𝑝 - 𝑞||2 

Discussion and perspective 

-Nature of 𝜉𝑖: do all of them belong to a widder family of distributions, 

in which case a parametric approach would be conceiveable  

-Using the covariace surrogate we can increase the number of 𝑡, not 

the case for the realizations of each 𝜉𝑖  
-Minimize the product 𝑁𝑀: with the same computational cost, a 

parsimonious DoE is needed (example: what is the best sampling 

20𝑡, 50𝜔  or 50𝑡, 20𝜔  ) 

 

 


