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Abstract: We consider a stochastic computer code of the form:

f : X × Ω→ R

with X ⊂ RD a design space and Ω a stochastic space. Contrary to deterministic black boxes,
at a fixed x, the output is a random variable Yx = f(x, ω) that follows an unknow distribution
P(Y |X = x). We assume the classical constraints of computer experiments, that are: the function
is only accessible through pointwise evaluations f(x, ω) ; no structural information is available
regarding f ; evaluations may be expensive, which limits drastically the number of calls of f . We
assume further that

• the variance of P(Y |X = x) may vary with respect to x (heteroscedasticity),

• the distribution has a non-parametric form and its shape may vary with respect to x.

Our objective is to explicit the link between x and Y in order to choose the x∗ ∈ X that opti-
mizes an indicator based on P(Y |X = x), typically the conditional expectation. However, the
expectation is risk-neutral, as it does not account for the variability of P(Y |X = x). Here, we
choose to focus on a number s of conditional quantiles of order τ1, .., τs preliminarily fixed, with
the conditional quantile defined as qτ (x) = {inf q : F (q|X = x) ≥ τ}, where F (.|X = x) is the
cumulative distribution of P(Y |X = x).

In this work, we propose a review of the metamodeling approaches dedicated to the approximation
of one or several conditional quantiles. Since the literature on quantile regression is very large, we
restrict our review to the approaches that are best-suited for the framework defined above, while
ensuring a good diversity of the metamodels. In particular, we selected

• two methods based on neighbourhood: K-Nearest Neighbours regression [2] and Random
Forest regression [6]

• two methods based on functional analysis: Neural Networks regression [3] and RKHS re-
gression [9]

• two methods based on stochastic processes: Quantile Kriging [8] and Bayesian Quantile
regression [1]

Based on a set of observations Dn = ((x1, y1), ..., (xn, yn)), each approach extracts the quantile
estimator in a different way. Neighborhood-based approaches select a subset of observations that
are close to each other in order to use their order statistic as a local quantile estimator. Grouping
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observations could be made thanks to the Euclidian distance on X (K-Nearest Neighbours) or
by a tree-based method (Random Forest). Functional approches consist in choosing a functional
space H for the quantile estimator, then in optimizing the empirical risk (on Dn) associated to
a well-chosen loss function (the so-called pinball loss function). The main difference between the
two functional approaches lies in the black box aspect of the neural network. Studying the neural
network doesn’t give any insights on the structure of the function being approximated while the
RKHS regression defines H using a kernel function and several properties can be linked to each
kernel. Finally, the random processes approaches we have selected are based on the assumption
that the quantile is a realization of a Gaussian process. Since it is a latent (unobservable) process,
the Quantile Kriging forces Dn to have repeated values of the xi’s in order to extract order
statistics, while the Bayesian Quantile regression uses a specific assumption on the distribution of
the observations yi and a variational approach.

The performance of the six metamodels is analyzed through a benchmark composed of two toy
functions and an agronomical model [4]. The dimensions of the problems vary from 1 to 8 and
the number of observations from 80 to 2000.The relative cost and robustness of the approaches is
also discussed, in particular with respect to hyperparameter tuning
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